Managing partially controllable raw material acquisition and outsourcing in production planning
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This paper studies a single-item production planning problem for a manufacturing firm. Besides being able to acquire raw material from an external supplier, the firm may also face an incoming stream of internally supplied raw material. In addition, outsourcing may serve as an alternative to in-house production for the firm to satisfy its demands. Attention is focused on the case where acquisition, production, and outsourcing costs are setup-linear and inventory holding costs are linear. For this case, polynomial algorithms are presented for some situations and the NP-hardness of other problem is shown. A computational study is used to show the competitiveness of the proposed heuristic.
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1. Introduction

We consider a single-item production system (henceforward the firm) in which the production process boils down to converting a certain raw material type into a finished product type. First of all, the firm has the obligation to satisfy a demand stream for finished products. When it is a downstream plant in a vertically integrated conglomerate, the firm may be force-fed an incoming stream of internally supplied raw material; and in all situations, the firm can acquire raw material from an external supplier. Also, when in-house production is no longer the most cost-effective means to satisfy demands, the firm may acquire finished products from an external source.

In each period, the firm has to make decisions on the production level, the quantity of raw material to be acquired from the external supplier, and the level of outsourcing; i.e., the quantity of finished products to be acquired from an external source. While making these decisions, the firm has to make sure that enough raw material exists for production and all demands are satisfied without delay. We study the multi-period deterministic production planning problem for such a firm.
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The successful study of the aforementioned problem will have far-reaching practical implications because many production systems, ranging from oil refineries to paper mills, can be thought of as converting a single raw material type into a single finished product type. When a firm is a mid- or downstream plant in a vertically integrated conglomerate, it is very probable that the amount of raw material shipped to it is at the discretion of both the headquarters and mother nature and therefore is beyond its own control. To capture the spirit of this phenomenon, we treat a portion of the raw material as being (exogenously) internally supplied. While the headquarters may try to match the supply with the demand, it may be hard to synchronize perfectly at that level, especially when the lead time is long or the supply-side capacity is limited.

For instance, a refinery plant within an oil company may use both internal delivery and external acquisition as sources for its crude oil supply. The internal supply may follow a schedule that is dictated by the extraction and transportation conditions at upper-stream facilities. This schedule is not very reactive, at least in the short term, to the demand for gasoline products the plant immediately faces. It is conceivable that, when economically justifiable, the plant will resort to the open spot market to meet its production targets. In fact, many firms in the food, forest and
paper products, and metal products industries face similar problems of having to deal with internal supply and acquisition of raw material simultaneously.

The internal supply may also exist when a firm has two supply modes, say a prefixed and cheaper one as a primary source and a flexible and more expensive one as a supplementary source. This can often be observed in China as it is transitioning from a planned economy to a market economy. A state-owned enterprise can both receive a rigid quantity of cheaper government-subsidized supply and make acquisitions from the external open market.

The modeling of internally supplied raw material is also motivated by the study of disruption management where a predetermined production plan has to be updated because of disruptions. In such a context, suppose we have drawn a production plan based on future demand information and thus have ordered raw material for a certain planning horizon. Now, dramatically changed scenarios regarding demand, supply, or costs may force us to revise the existing plan. For the new plan to be efficient, it must account for the raw material units that have been ordered according to the old plan. Our model makes such consideration possible. A company may choose an overseas supplier to reduce supplying cost and at the same time maintain a local supplier to handle disruptions. Our model fits very well with such situations where the overseas supply has to be determined in advance due to its long lead time.

There can be substantial benefit of using outsourcing (subcontracting) as a tactical solution to a firm’s daily needs, especially when there exist fluctuations in the in-house production costs. Besides the direct production costs, the costliness of in-house production is still influenced by the combined forces of the internal raw material supply levels, the extra acquisition costs, and the finished product demand levels. Hence, the use of an external source can help reduce the overall operational cost of the firm. Our focus will be on solving a special concave-cost version of the problem, in which the production, acquisition and outsourcing costs are all setup-linear, and raw material and finished product inventory holding costs are all linear. Due to economy of scale, it is common for a firm to have these concave-cost features. We categorize this problem into a few exhaustive and mutually exclusive cases. For each of the cases, we either show that it is NP-hard or provide a polynomial-time algorithm. In particular, cases involving both internal supply of raw material and outsourcing are NP-hard as long as either production or outsourcing cost is setup-linear, while all other cases are polynomially solvable.

Besides the above categorization, we propose a polynomial-time heuristic for the problem which works even when all costs are generally concave. This heuristic is inspired by one in Yang et al. (2005), whose focus was a concave-cost production planning problem involving the remanufacturing and disposal of returned items. Our computational study reveals the competitiveness of the heuristic with respect to a brute-force Dynamic Programming (DP) algorithm and the solving of the problem through a commercial Mixed-Integer Programming (MIP) solver.

The remainder of the paper is organized as follows. We survey the relevant literature in Section 2 and introduce the problem’s mathematical formulation and assumptions in Section 3. We cover NP-hard cases in Section 4 and properties useful in the development of algorithms in Section 5. Sections 6 and 7 are devoted to polynomial-time algorithms. We introduce the heuristic in Section 8 and computationally test it in Section 9. The paper is concluded in Section 10.

2. Literature survey

The (concave-cost) single-item production planning (lot sizing) problem was first studied in the 1950s. Wagner and Whitin (1958) gave an \( O(T^2) \) solution to a special case in which production costs are setup-linear and inventory holding costs are linear. Federgruen and Tzur (1991), Wagelmans et al. (1992), and Aggarwal and Park (1993) all provided \( O(T \log T) \) algorithms for this special case. For the general concave-cost problem, Wagner (1960) recognized it to be a minimum-concave-cost network flow problem and pointed out that any extreme-point optimal solution must form a spanning tree in the network. This observation led to the discovery of an \( O(T^3) \) algorithm for the problem by Zangwill (1969).

Sargent and Romeijn (2007a) considered the feature of cumulative capacities which is equivalent to our internal supply of raw material. That is, they effectively studied a version of our problem without the two features of acquisition and outsourcing. They showed the NP-hardness of the problem in general and developed a polynomial-time algorithm for the problem’s concave-cost case. On the other hand, when raw material is neither acquirable nor storable, each period’s internal raw material supply level will serve as that period’s production capacity. In this regard, our problem is somewhat related to the single-item, single-stage capacitated production planning problem. With the acquisition option and the non-perishability property for the raw material, our problem is conceivably harder than the aforementioned problem.

There has been extensive research on the capacitated production planning problem. The special case with constant capacities was first found to be polynomially solvable in \( O(T^4) \) time by Florian and Klein (1971). Later, Van Hoesel and Wagelmans (1996) reduced the time complexity to \( O(T^3) \). After the general problem with arbitrary capacities was shown to be NP-hard by Florian et al. (1980), Bitran and Yanasse (1982) further investigated the computational complexity of some special cases and identified polynomially solvable cases among them. Approximate solution procedures were proposed for the general capacitated problems by Bitran and Matsuo (1986), Gavish and Johnson (1990), and Van Hoesel and Wagelmans (2001).
Other extended models on single-stage production planning can be found in Gopalakrishnan et al. (2001), Lee et al. (2001), Wolsey (2002), Li et al. (2004), Atamtürk and Kucukyavuz (2005), and Ganas and Papachristos (2005).

Having to simultaneously manage both the raw material and finished product inventories, our model is related to the two- or multi-stage production planning problem. Most recent results in this field can be found in Teo and Bertsimas (2001), Kaminsky and Simchi-Levi (2003), Lee et al. (2003), Stadler (2003), Jaruphongsa et al. (2004, 2005), Hsu et al. (2005), Van Hoesel et al. (2005), Van Hoesel et al. (2005), and Anily and Tzur (2006).

In particular, if internal supply is removed from our model, it will become the special two-product case of the model with one-way product substitution studied in Hsu et al. (2005).

However, the introduction of the internally supplied raw material stream brought in the flavor of a capacitated lot sizing problem and rendered the problem more complex. That being said, there is a certain similarity between our model and the two-stage model with transportation studied in Kaminsky and Simchi-Levi (2003): We can view our self-initiated acquisition as their first-stage production and our production as their second-stage one. Thus, when being stripped of the outsourcing option and the exogenous supply of raw material, and when all costs are linear, ours becomes a special version of theirs, special in our lack of their transportation stage. Nevertheless, with our analysis concentrating mostly on cases where costs are not all linear, and the exogenous supply of raw material and the outsourcing option are not simultaneously prohibited, we have to resort to solution techniques different than theirs.

Some lot sizing models considered lost sales; see, e.g., Aksen et al. (2003) and Sandbothe and Thompson (1990). Though with the similarity of both being complementary to production, lost sales and outsourcing are fundamentally different. Managerially, outsourcing is something the firm directly controls, while lost sales are a byproduct of its production decisions. Analytically, the cost for outsourcing can have setup components, while the cost for lost sales is always linear. As a consequence, outsourcing in one period can help meet demands in a number of future periods, while the lost sales level is capped by the current-period demand.

The body of literature on the integrated planning of production and outsourcing has lately become considerable. Atamtürk and Hochbaum (2001) examined a model which contains decisions on capacity acquisition, production planning, and outsourcing. Merzifonluoglu et al. (2007) and Sargut and Romeijn (2007b) both developed polynomial algorithms for production planning problems involving stationary capacities and the outsourcing option, whereas the former treated demand as controllable through pricing and the latter considered a two-stage system.

Without the firm’s autonomous raw material acquisition, our model is, as has also been realized by Van den Heuvel and Wagelmans (2008) in a slightly different context, equivalent to production planning involving the remanufacturing of returned items: Just think of the internally supplied raw material stream here as the stream of returned items, production here as remanufacturing, and outsourcing here as regular manufacturing. Teunter et al. (2006) considered a lot sizing problem involving remanufacturing. They developed heuristics for cases where manufacturing and remanufacturing may or may not share setups. The problem was also treated in Van den Heuvel (2006).

In Yang et al. (2005), there is in addition the option of discarding returned items, which is like raw material acquisition here, albeit being reversed. This is the main reason why a heuristic developed there could be adapted to suit our current needs. On the other hand, we should caution that this existing remanufacturing problem possesses a certain symmetry between returned items/disposal and demand/manufacturing. Due to the aforementioned reversal in direction in the acquisition activity, however, our current problem does not enjoy the luxury of having this symmetry—internal supply and acquisition both tend to enrich the raw material inventory, while demand and outsourcing work against each other on the finished product inventory.

To the best of our knowledge, this paper is the first to simultaneously deal with both: (i) internal supply of raw material and (ii) autonomous raw material acquisition. The outsourcing option adds an additional layer of complexity to our problem. We contribute mainly in drawing an exact demarcation line between NP-hard and polynomially solvable cases of the problem, which should serve as a useful guideline to future research and practices revolving around this important problem. To appreciate how intricately woven (i) and (ii) can be, we note the following: Without (i), our problem will become a usual two-stage problem which can be polynomially solved by “routine” two-layered DP algorithms, while without (ii), it, as mentioned, will be equivalent to the well-examined production planning problem with remanufacturing.

3. Model formulation

We suppose that the planning horizon consists of \( T \) periods. To describe the problem, we still need the following non-negative integer parameters:

- \( U_0 \): the initial raw material inventory level;
- \( V_0 \): the initial finished product inventory level;
- \( B_t \) for \( t = 1, \ldots, T \): the internal raw material supply level in period \( t \);
- \( D_t \) for \( t = 1, \ldots, T \): the demand level in period \( t \);
- \( U_T \): the terminal raw material inventory level;
- \( V_T \): the terminal finished product inventory level.

For convenience, we let \( \bar{B}_{tt'} = \sum_{t=t_0}^{t'-1} B_t \) and \( \bar{D}_{tt'} = \sum_{t=t_0}^{t'-1} D_t \), standing, respectively, for cumulative internal supply and external demand in periods \( t, t+1, \ldots, t' \).
The non-negative decision variables for this problem are:

- $x_t$ for $t = 1, \ldots, T$: the production level in period $t$;
- $y_t$ for $t = 1, \ldots, T$: the raw material acquisition level in period $t$;
- $z_t$ for $t = 1, \ldots, T$: the outsourcing level in period $t$;
- $u_t$ for $t = 0, 1, \ldots, T$: the raw material inventory level between periods $t$ and $t + 1$;
- $v_t$ for $t = 0, 1, \ldots, T$: the finished product inventory level between periods $t$ and $t + 1$.

We also need the following non-negative and non-decreasing cost functions to help define the problem:

- $P_t(x) = \bar{p}_t \times 1(x > 0) + \bar{p}_t \times x$ for $t = 1, \ldots, T$: the production cost in period $t$;
- $R_t(y) = \bar{r}_t \times 1(y > 0) + \bar{r}_t \times y$ for $t = 1, \ldots, T$: the acquisition cost in period $t$;
- $O_t(z) = \bar{o}_t \times 1(z > 0) + \bar{o}_t \times z$ for $t = 1, \ldots, T$: the outsourcing cost in period $t$;
- $G_t(u)$ and $H_t(v)$ for $t = 1, \ldots, T$: the raw material inventory holding cost between periods $t$ and $t + 1$; the finished product inventory holding cost between periods $t$ and $t + 1$;

where $\bar{p}_t, \bar{r}_t, \bar{r}_t, \bar{o}_t, \bar{h}_t$, and $\bar{h}_t$ are non-negative parameters, and $1()$ stands for the indicator function. In words, we assume that the production, acquisition, and outsourcing costs are all setup-linear, and that the raw material and finished product inventory holding costs are linear.

We can formulate our production planning problem with partially controllable acquisition and outsourcing opportunities (PPPRS) as follows:

$$
(PPPRS) : \min \sum_{t=1}^{T} P_t(x_t) + \sum_{t=1}^{T} R_t(y_t) + \sum_{t=1}^{T} O_t(z_t) + \sum_{t=1}^{T-1} G_t(u_t) + \sum_{t=1}^{T-1} H_t(v_t),
$$

subject to

$$
\begin{align*}
&u_0 = U_0, \quad v_0 = V_0, \quad u_T = U_T, \quad v_T = V_T, \\
x_t - y_t + u_t - u_{t-1} = B_t \quad \forall t = 1, \ldots, T, \\
x_t + z_t + v_{t-1} - v_t = D_t \quad \forall t = 1, \ldots, T, \\
x_t, y_t, z_t \geq 0 \quad \forall t = 1, \ldots, T, \\
u_t, v_t \geq 0 \quad \forall t = 1, \ldots, T - 1.
\end{align*}
$$

In the formulation, Equation (1) states that the objective is to minimize the total cost resulting from production, extra acquisition, outsourcing, and raw material and finished product inventory holding; Equation (2) relates the given initial and terminal inventory levels with the inventory decision variables; Equations (3) and (4) express flow balances in raw material and finished products, respectively; also, Equations (5) and (6) enforce the non-negativity of decision variables.

Instead of letting terminal inventory levels $U_T$ and $V_T$ be predetermined, an alternative formulation could use terminal holding costs (negative salvage values) $G_T(\cdot)$ and $H_T(\cdot)$ to induce the most appropriate terminal inventory levels $u_T$ and $v_T$. However, this alternative formulation is equivalent to a PPPRS involving $T + 1$ periods. This PPPRS may inherit all supply, demand and cost parameters from the alternative formulation. In addition, we may let its supply level $B_{T+1} = 0$, demand level $D_{T+1} = 0$, production cost $P_{T+1}(\cdot) = 0$, acquisition cost $R_{T+1}(\cdot) = 0$, outsourcing cost $O_{T+1}(\cdot) = 0$, and terminal inventory levels $U_{T+1} = M$ and $V_{T+1} = M$ for some integer $M$ that is guaranteed to be greater than any feasible $u_T$ and $v_T$ levels. Every solution of this PPPRS satisfies that $y_{T+1} - x_{T+1} = M - u_T \geq 0$ and $x_{T+1} + z_{T+1} = M - v_T \geq 0$, while activities at the levels $y_{T+1}$, $y_{T+1}$, and $z_{T+1}$ are free of charge. Therefore, this PPPRS and the alternative formulation share the same optimal solutions when the aforementioned three levels are ignored, and they share the same optimal cost.

PPPRS is a min-cost network flow problem in a network (as demonstrated in Fig. 1) with $2T + 1$ nodes, i.e., $I_t$ and $J_t$ for $t = 1, \ldots, T$ and $O$, and $5T - 2$ arcs, i.e., $(I_t, J_t)$, $(O, I_t)$, and $(O, J_t)$ for $t = 1, \ldots, T$ and $(I_t, I_{t+1})$ and $(J_t, J_{t+1})$ for $t = 1, \ldots, T - 1$. For PPPRS to be feasible, certain conditions on initial and terminal inventory levels, as well as on supply and demand flows, have to be satisfied. We leave details to Appendix A in the online Appendix. From now on, we suppose that PPPRS is feasible.

We can develop a pseudo-polynomial dynamic programming algorithm to solve PPPRS, whose detailed description we leave to Appendix B in the online Appendix.

We now impose the following non-speculative conditions on cost parameters:

- $(C1)$ $\bar{p}_t + \bar{h}_t \geq \bar{g}_t + \bar{p}_{t+1}$;
- $(C2)$ $\bar{r}_t + \bar{g}_t \geq \bar{r}_{t+1}$;
- $(C3)$ $\bar{o}_t + \bar{h}_t \geq \bar{o}_{t+1}$; and
- $(C4)$ $\bar{o}_t + \bar{g}_t + \bar{p}_{t+1} \geq \bar{p}_t + \bar{h}_t$.

We have not imposed anything on setup portions of costs. When these cost components are stationary, we will have very natural interpretations for the above four conditions. Conditions $(C1)$, $(C2)$, and $(C3)$ reflect that the performance of any earlier-than-needed production/acquisition/outsourcing activities will not be profitable; $(C4)$ states that it is never better to outsource now and keep a unit of raw material for production in the next period than to produce now and outsource in the next period.

Note that the combination of $(C1)$ and $(C3)$ does not lead to $(C4)$, but that of $(C1)$ and $(C2)$ leads to something comparable to $(C4)$:

$$
\bar{p}_t + \bar{r}_t + \bar{h}_t \geq \bar{p}_{t+1} + \bar{r}_{t+1},
$$

which states that production and acquisition costs do not increase as much as to call for any finished-product storage for the sole purpose of beating them. This discrepancy may be caused by the substitutable relation between production and outsourcing but complementary relation between...
production and acquisition. We also note that, with stationary costs, (C1) would become the natural one of the finished product being more costly to store than the raw material, while the remaining conditions would be automatic.

For mnemonic purposes and to better present our results, we use an \( l_P l_O l_R \) notation to help categorize our special concave-cost cases. Here,

(a) \( l_P \) can be \( G_P \), meaning that production costs are setup-linear, or \( l_P \), meaning that production costs are strictly linear;

(b) \( l_O \) can be \( G_O \), meaning that outsourcing costs are setup-linear, \( l_O \), meaning that outsourcing costs are strictly linear, or \( n_O \), meaning that outsourcing is too expensive for it to be a viable option for the firm;

(c) \( l_R \) can be \( G_R \), meaning that acquisition costs are setup-linear, or \( l_R \), meaning that acquisition costs are strictly linear.

We may use the newly introduced symbols to summarize our results into the following cases.

1. Cases involving outsourcing are NP-hard as long as either production or outsourcing cost is setup-linear. That is, the \( G_P l_O l_R \), \( l_P G_O l_R \), and \( G_P G_O l_R \) cases are all NP-hard.

2. When outsourcing is not allowed, the problem is polynomially solvable—the \( G_P n_O (G_R / l_R) \) cases can be solved in \( O(T^3) \) time.

3. When production costs are linear and outsourcing costs are linear or prohibitively high, the problem is polynomially solvable—the \( l_P l_O (G_R / l_R) \) cases can be solved in \( O(T^3) \) time, with the \( l_P l_O l_R \) case being solvable in \( O(T^3) \) time when no raw material leftover is required at the end of the planning horizon; the \( l_P n_O G_R \) case can be solved in \( O(T^3) \) time, and the \( l_P n_O l_R \) case in \( O(T) \) time.

For all our cases, we note that the send-and-split method proposed by Erickson et al. (1987) for minimum-concave-cost network flow problems can offer little help. With internal raw material supply, all \( 2T + 1 \) nodes in the underlying planar network, as shown in Fig. 1, are nodes with positive supply/demand. Note that to have all these nodes in the network except node \( O \) covered, we need at least \( T - 1 \) faces. Though very efficient in some cases, the aforementioned method is exponential in the number of faces. Also, were the internal supply of raw material absent, we could solve the corresponding cases in no more than \( O(T^3) \) time by adapting the methods of Hsu et al. (2005).

4. The NP-hard cases

We can show that even the special \( G_P l_O l_R \) and \( l_P G_O l_R \) cases are NP-hard.

**Theorem 1.** The special \( G_P l_O l_R \) case, i.e., the case with linear outsourcing and acquisition costs, is NP-hard.

**Proof.** We reduce the NP-hard decision version of the SUBSET SUM problem to the \( G_P l_O l_R \) case. A description of SUBSET SUM goes as follows. There are \( N + 1 \) strictly positive integers \( a_1, a_2, \ldots, a_N \), and \( A \) with \( a_1 \geq a_2 \geq \cdots \geq a_N \). The problem is to decide whether there is a subset \( S \) of \( \{1, 2, \ldots, N\} \) such that \( \sum_{n \in S} a_n = A \).

Given an instance of SUBSET SUM, we construct an instance of the \( G_P l_O l_R \) case as follows. In this instance, \( T = N \); for \( n = 1, 2, \ldots, N \), the production cost \( P_n(x) = a_n \times 1(x > 0) \), the acquisition cost \( R_n(y) = 2 \times y \), the outsourcing cost \( O_n(z) = 1 \times z \), the raw material inventory holding cost \( G_n(u) = 0 \), and the finished product inventory holding cost \( H_n(v) = 2 \times v \), and the raw material
supply and finished product demand levels are $B_1 = A$, $B_2 = \cdots = B_N = 0$, and for $n = 1, \ldots, N$, $D_n = a_n$; and the starting and ending inventory levels $U_0$, $V_0$, $U_N$, and $V_N$ are all zero. The reduction from SUBSET SUM to PPRRS can be done in polynomial time. Note that such a cost structure satisfies all conditions (C1) to (C4). To complete the proof, we shall show that the answer to the SUBSET SUM instance is yes if and only if the optimal cost to the PPRRS instance is no more than $\sum_{n=1}^{N} a_n$.

The if part: Suppose the PPRRS instance costs no more than $\sum_{n=1}^{N} a_n$ optimally. Since the minimum cost of satisfying the demand in each period $n$ is $a_n$, which is only achievable through sole production or sole outsourcing, the optimal solution cannot involve acquisition or finished product inventory holding. Therefore, total raw material supply $A$ must be used up by a set $S$ of some periods of which $\sum_{n \in S} a_n = A$, implying a yes answer to SUBSET SUM.

The only if part: Suppose there is a subset $S$ of $\{1, 2, \ldots, N\}$ such that $\sum_{n \in S} a_n = A$. If we produce using given raw material supply in periods in $S$ and outsource in periods in $\{1, \ldots, N\}\setminus S$, we will incur a total cost of $\sum_{n=1}^{N} a_n$. \hfill \blacksquare

**Theorem 2.** The special $l_pG_{O|LR}$ case, i.e., the case with linear production and acquisition costs, is NP-hard.

**Proof.** We still reduce SUBSET SUM to the $l_pG_{O|LR}$ case. Given an instance of SUBSET SUM, we construct an instance of the $l_pG_{O|LR}$ with everything else being the same as in the proof of Theorem 1 and the exception that for $n = 1, \ldots, N$, the production cost $P_n(x) = 1 \times x$ and the outsourcing cost $O_n(z) = a_n \times 1(z > 0)$. Note that such a cost structure satisfies all conditions (C1) to (C4). It can be shown that the answer to the SUBSET SUM instance is yes if and only if the optimal cost to the PPRRS instance is no more than $\sum_{n=1}^{N} a_n$. This is achievable when the demand of a period $n$ is satisfied by either sole production or sole outsourcing. We omit the details. \hfill \blacksquare

The above being the case, the more general $G_{P|O}G_{R}$, $l_pG_{O|G_{R}}$, and $G_{P|O}(r_l/G_{R})$ cases are certainly NP-hard as well. Actually, the latter two cases are NP-hard even when costs are stationary.

**Theorem 3.** The special $G_{P|O}G_{R}$ case, i.e., the case with linear acquisition costs, is NP-hard when costs are stationary.

Theorem 3 also follows immediately from Theorem 7.4 of Van den Heuvel (2006). For the sake of completeness, we present its proof in Appendix C in the online Appendix.

5. **Useful properties**

In the following three sections, we concentrate on cases summarized in points 2 and 3 in Section 3. We present special properties of optimal solutions of these cases in the current section and elaborate on specific algorithms in the next two sections.

First, note that the $V_0$ finished product units available in the beginning must be consumed by the $D_1$ demands in period 1, $D_2$ demands in period 2, etc., and the $D_T + V_T$ demands in period $T$. Due to this and the fact that finished product inventory holding costs are linear, solving the original problem is equivalent to solving a new problem with $U_0 = V_0 = V_T = 0$ and the $V_0$ finished product units being consumed first.

We can obtain the new problem from the given one by going through the following transformations: $V_0 \leftarrow 0$, $D_t \leftarrow (D_t - (V_0 - \bar{D}_{1,t-1})^+)^+$ for $t = 1, \ldots, T - 1$, $D_T \leftarrow D_T + V_T - (V_0 - \bar{D}_{1,T-1})^+$, $V_T \leftarrow 0$, $B_t \leftarrow U_0 + B_t$ and $U_0 \leftarrow 0$. Let $f_0^*$ and $f^*$ be the optimal objective value of the original problem and the new problem, respectively. We have:

$$f_0^* = \sum_{t=1}^{T-1} H_t((V_0 - \bar{D}_{1,t})^+) + f^*.$$  \hfill (8)

On the other hand, even for the new problem, we shall treat $U_T$ as being arbitrary unless otherwise specified. We deal with the new problem from now on.

There are common features of our 12 cases. When costs are concave, PPRRS is effectively a minimization problem with a jointly concave objective function and a convex feasible region. One of its optimal solutions must be an extreme point of the feasible region whose basis, arcs on which flows are positive, forms a loopless graph in the underlying network. Due to its network flow interpretation and the integrality of the involved parameters, PPRRS’s extreme-point solution is guaranteed to be integral.

We describe the optimal properties in this section and leave the formal statement and proof in Appendix D in the online Appendix. We can show that, in one optimal loopless plan,

(a) GGG-Property 1: between any two periods both with production activities, there must be a period without finished product inventory holding.

(b) GGG-Property 2: between any two periods both with acquisition activities, there must be a period without raw material inventory holding.

(c) GGG-Property 3: between any two periods with outsourcing activities, there must be a period without finished product inventory holding.

(d) GGG-Property 4: for any three periods, if the first one is with acquisition, the second with production, and the third with outsourcing, then it cannot be the case that between the first two periods, there are always positive levels of raw material inventory holding, while between the last two, there are always positive levels of finished product inventory holding.
We will have slightly more special properties for slightly more special cases. We can show that one optimal loopless plan for the $G_{pgolr}$ case further satisfies:

(a) GGl-Property 1: there is no raw material inventory holding immediately after acquisition; one optimal loopless plan for the $G_{pgo}g_{r}$ case further satisfies:

(b) GlG-Property 1: there is no finished product inventory holding immediately after outsourcing;

(c) GlG-Property 2: any period with a positive production level cannot have finished product inventory carry-over from the previous period that is attributable to production or outsourcing in earlier periods.

Also, one optimal loopless plan for the $l_p G_{o} G_{s}$ case further satisfies:

(d) lGG-Property 1: there is no finished product inventory holding immediately after production.

To ease the presentation of our algorithms, we expand ranges of the cost functions. Now, for any $x = 1, 2, \ldots$, we let $P_t(-x) = R_t(-x) = O_t(-x) = +\infty$ for every $t = 1, 2, \ldots, T$ and $G_t(-x) = H_t(-x) = +\infty$ for every $t = 1, 2, \ldots, T - 1$.

6. The no-outsourcing cases

For the $G_{pgolr}$ case, we inherit GGG-Properties 1 through 4 and GIG-Properties 1 and 2.

In the following, a Double-Horizon (DH), designated by four non-negative integers $s', s, t', t$, and $t'$ with $s' \leq s - 1$, $t' \leq t - 1, s' \leq t', s \leq t$, and $t' \leq s - 1$, refers to a pair of sets of consecutive integers $\{s' + 1, s' + 2, \ldots, s\}, \{t' + 1, t' + 2, \ldots, t\}$; the first set is associated with the raw material, while the second set is with the finished product.

For convenience, we denote such a DH by $[s', s; t', t]$. This DH’s first component is $\emptyset$ when $s' \geq s$, its second component is $\emptyset$ when $t' \geq t$, and both of its components are $\emptyset$ when $s' \geq t' + 1, s \geq t + 1, or t' \geq s$.

By GGG-Property 2 and GlG-Property 2, we know that one optimal loopless solution, as demonstrated in Fig. 2, must have the following structure:

1. The DH $[0, T; 0, T]$ (denoting the overall problem’s scope) can be decomposed into $K$ Sub-Double-Horizons (SDHs) for some $K = 1, \ldots, T$ and potentially a Residue-Double-Horizon (RDH) with a $\emptyset$ second component; between any two consecutive pairs of the $K$ SDHs, there is no raw material or finished product inventory holding; between the $K$th SDH and the RDH, there is no raw material inventory holding; for $k = 1, \ldots, K$, we may use $[s_{k-1}, s_k; t_{k-1}, t_k]$ to denote the $k$th SDH, and naturally, the RDH is $[s_K, T; T, T]$.

2. For $k = 1, \ldots, K$, acquisition takes place at most once in the $k$th SDH, and whenever it does, it takes place in some period $r_k = t_{k-1} + 1, t_{k-1} + 2, \ldots, s_k$; acquisition takes place at most once in the RDH.

3. For $k = 1, \ldots, K$, for some $M_k = 2, \ldots, s_k - t_{k-1} + 2$, there exist some $M_k + 1$ integers $t_k^0, t_k^1, \ldots, t_k^M_k$, not necessarily all different, such that $t_k^0 = s_{k-1} \leq t_k^1 = t_{k-1} < t_k^2 < \cdots < t_k^{M_k-2} < t_k^{M_k-1} = s_k - 1 < t_k^M_k = t_k$; the SDH
\[ \{s_k \mid s_k \leq 0\} \] can be further decomposed into \( M_k - 1 \) Sub-Sub-Double-Horizons (SSDHs), namely, the \([t^{m-1}_k, t^m_k + 1, t^{m+1}_k]\) for \( m = 1, \ldots, M_k - 1 \); also, the only period in which production takes place in the \( m \)th SSDH is period \( t^m_k + 1 \), and there is no finished product inventory holding between any two consecutive SSDHs.

With the above structure, we can devise a multilayered DP process, \( DP(G_{R\hspace{0.167em}O}G_R) \), to find \( f^* \). For \( t = 0, 1, \ldots, T \), let \( \bar{g}(t) \) be the total cost of handling the RDH \([t, T; T, T]\). We know that the total level of raw material internally supplied within \([t; T; T, T]\) is \( \bar{B}_{t+1, T} \), and the required terminal raw material level is \( U_T \). Hence, the only acquisition taking place in one of the periods \( t + 1, t + 2, \ldots, T \) is at the level of \( U_T - \bar{B}_{t+1, T} \). Thus, we have:

\[
\begin{align*}
\bar{g}(T) &= 0, \\
\bar{g}(t) &= \min \left\{ R_s(U_T - \bar{B}_{t+1, T}) + \sum_{r=t}^{T-1} G_r(\bar{B}_{t+1, r}) + \sum_{r=t}^{T-1} G_s(U_T - \bar{B}_{t+1, r}) \middle| r = t + 1, \ldots, T \right\} \\
&\quad \forall t = 0, 1, \ldots, T - 1.
\end{align*}
\]

For \( s, t = 0, 1, \ldots, T \), and \( s \leq t \), let \( f(s, t) \) be the minimum total cost of using a solution to handle the problem on \( DH [0, s; 0, t] \), while the solution recognizes \( s \) and \( t \) as the terminal periods of an SDH. We have the following relationship:

\[
f^* = \min \{ f(t, T) + \bar{g}(t) \mid t = 0, 1, \ldots, T \}. \tag{10}
\]

For \( s', t' = 0, 1, \ldots, T \), \( s = s' + 1, s' + 2, \ldots, T \), \( t = t' + 1, t' + 2, \ldots, T \) satisfying \( s' \leq t' \), \( s \leq t \), \( t' \leq s - 1 \), let \( g(s', s, t', t) \) be the minimum total cost of using a solution to handle the problem on \( DH [s', s; t', t] \), while the solution recognizes the DH as an SDH. Then, we have:

\[
\begin{align*}
&f(0, 0) = 0, \\
&f(0, t) = +\infty \quad \forall t = 1, 2, \ldots, T, \\
&f(s, t) = \min \{ f(s', t') + g(s', s, t', t) \mid t' = 0, \ldots, s - 1, \quad s' = 0, 1, \ldots, t' \}, \\
&\quad \forall s = 1, 2, \ldots, T, \quad t = s, s + 1, \ldots, T.
\end{align*}
\]

Now we discuss the calculation of \( g(s', s, t', t) \). We note that, in the concerned SDH, the total demand is \( D_{t+1, T} \) and the total internally supplied raw material level is \( B_{s+1, s} \). When \( s < T \), the total acquisition level should be \( D_{s+1, T} - B_{s+1, s} \), while when \( s = T \), the level should be \( U_T - D_{s+1, T} - B_{s+1, T} \) due to the terminal raw material requirement \( U_T \).

There is certainly no difference between raw material units from internal supply and those from external acquisition. However, as a technical convenience, we assume that the firm always consumes internally supplied raw material first and externally acquired raw material next. Also, by the non-acquisition cost of a solution, we mean the total cost incurred by the solution while excluding the acquisition cost involved. Now, let \( h(r, s', s, t', t) \) be the minimum total non-acquisition cost of using a solution to handle the problem on SDH \([s', s; t', t]\), where in the solution, it is in period \( r \) that externally acquired raw material is consumed for the first time.

Suppose further that acquisition occurs in period \( q \) in SDH \([s', s; t', t]\). Then, we can decompose the total raw material–related cost into two portions: the acquisition cost plus the cost of holding the acquired raw material from period \( q \) to period \( r \), and the total cost of holding raw material as though acquisition is made in period \( r \). However, we note that the latter portion has been registered in \( h(r, s', s, t', t) \). Hence, we have:

\[
g(s', s, t', t) = \min \{ R_q(U_T + D_{t+1, T} - \bar{B}_{s'+1, T}) + \sum_{r=q+1}^{T-1} G_s(U_T + D_{t+1, T} - \bar{B}_{s'+1, T}) + h(r, s', s'+1, T, T) \mid q = s' + 1, \ldots, T, \\
r = \max(q, t'+1), \ldots, T, \\
\}
\]

When calculating \( h(r, s', s, t', t) \), we may rely on the decomposition of the current SDH into SSDHs of the type \([a, b + 1; b, c]\). There are two different types of SSDHs in the form of \([a, b + 1; b, c]\): the early-type where \( b < r - 1 \) and the late-type where \( b \geq r \). In Fig. 3, we depict the decomposition of an SDH into early- and late-type SSDHs.

![Fig. 3. SSDHs for SDH \([s', s; t', t]\) for the \( G_{R\hspace{0.167em}O}G_R \) case.](image)

Let \( q^*(s', s, t', t) \) and \( q^+(a, b, c, s, t) \) be the total non-acquisition cost incurred on an SSDH \([a, b + 1; b, c]\) when
it is, respectively, of the early- and late-type in SDH $[s', s; t', t]$. After checking flow conservation, we have:

$$
\begin{align*}
q^E(s', t', a, b, c) &= P_{b+1}(\tilde{D}_{b+1,c}) + \sum_{r=a+1}^{b} G_r(\tilde{B}_{r+1,c}) - \tilde{D}_{t'+1,b} + \sum_{r=b+1}^{c-1} H_r(\tilde{D}_{t'+1,c}), \\
q^L(a, b, c, s, t) &= P_{b+1}(\tilde{D}_{b+1,c}) + \sum_{r=a+1}^{b} G_r(\tilde{D}_{b+1,t}) - \tilde{B}_{t'+1,s} + \sum_{r=s+1}^{c-1} H_r(\tilde{D}_{t'+1,c}), \\
q^L(a, b, c, s, t, T) &= P_{b+1}(\tilde{D}_{b+1,c}) + \sum_{r=a+1}^{b} G_r(U_T + \tilde{D}_{b+1,T} - B_{t'+1,T}) + \sum_{r=b+1}^{c-1} H_r(\tilde{D}_{t'+1,c}).
\end{align*}
$$

(13)

Let $h^E(s', t', a', b', c)$ be the total non-acquisition cost of DH $[a', a; b', b]$ when it can be decomposed solely into early-type SSDHs for SDH $[s', s; t', t]$, and $h^L(a', a, b', b, s, t)$ be the total non-acquisition cost of DH $[a', a; b', b]$ when it can be decomposed solely into late-type SSDHs for SDH $[s', s; t', t]$. To compute the $h^E(s', t', a', a', b', b')$ and $h^L(a', a', b', b', s, t)$, we can use the terminal and recursive relations:

$$
\begin{align*}
h^E(s', t', a', a', b', b') &= \min(q^E(s', t', a', a', b', c) + h^E(s', t', a', b', a, c, b) | c = b' + 1, b' + 2, \ldots, a) \\
&\quad \text{when } b' < a - 2, \\
h^E(s', t', a', b' + 1, b', b') &= q^E(s', t', a', a', b', b), \\
h^L(a', a, b', b, s, t) &= \min(q^L(a', b', a', b', s, t) + h^L(b', a, c, b, s, t) | c = b' + 1, b' + 2, \ldots, a) \\
&\quad \text{when } b' < a - 2, \\
h^L(a', b' + 1, b', b, s, t) &= q^L(a', b', b', s, t).
\end{align*}
$$

(14)

Since the latest-appearing early-type SSDH $[a, b + 1; b, c]$ must have $b = r - 1$, we have:

$$
h(r, s', s, t', t) = \begin{cases} 
\min(q^E(s', t', a, r - 1, c) + h^E(s', t', s', a + 1, t', r - 1) + h^L(r - 1, s, c, t, s) | a = t', t' + 1, \ldots, r - 1, \\
c = r, r + 1, \ldots, s - 1) & \text{when } t' + 2 \leq r \leq s - 1, \\
\min(q^E(s', t', s', s', t, c) + h^L(t', s, c, t, s) | c = t' + 1, t' + 2, \ldots, s - 1) & \text{when } r = t' + 1, \ldots, s - 1 \\
& \text{when } r = s \geq t' + 2, \\
q^E(s', s - 1, s', s - 1, t) & \text{when } r = s = t' + 1.
\end{cases}
$$

(15)

The algorithm $D(P_G)^{nG_R}$ contains multiple layers of recursions. The overall problem is solved using Equation (10), where the $\hat{g}(t)$s are computed from Equation (9) and the $f(t, T)$s are obtained from the recursive relations in Equation (11). The $g(s', s, t', t)$s involved in Equation (11) are obtained from Equation (12), the $h(r, s', s, t', t)$s involved in Equation (12) are obtained from Equation (15), the $h^E(s', t', a', a', b', b)$s and $h^L(a', a', b', b', s, t)$s involved in Equation (15) are obtained from Equation (14), and the $q^E(s', t', a, b, c)$s and $q^L(a, b, c, s, t)$s involved in Equations (14) and (15) are obtained from Equation (13). The bulk of the time for solving the problem is spent on tasks (14) and (15), which are both of the order $O(T^2)$.

Besides having all properties of the $G_{P_{O岩}}G_{R}$ case, the $G_{P_{O岩}}G_{R}$ case further enjoys GGI-Property 1, that of no raw material inventory holding immediately after acquisition. Even with this property, one optimal solution for this case will have essentially the same structure as that for the $G_{P_{O岩}}G_{R}$ case. The only difference is that in the current case, in a given SDH $[s', s; t', t]$, acquisition always occurs in period $s$ and there are only early-type SSDHs in it. We can obtain an $O(T^3)$ algorithm $D(P_{G_{P_{O岩}}G_{R}})$ for this case by keeping Equations (9), (10), and (11) intact, changing Equation (12) into:

$$
g(s', T, t', T) = R_T(U_T + \tilde{D}_{t'+1,T} - B_{s'+1,T}) + h(T, s', T, t', T),
$$

$$
g(s', s, t', t) = R_t(\tilde{D}_{t'+1,t} - B_{s'+1,s}) + h(s', s, t', t)
$$

(16)

using only the first relation in Equation (13), the first two relations in Equation (14) and the last two relations in Equation (15).

7. The linear production and outsourcing cases

Besides GGG-Properties 1 to 4, GIG-Properties 1 and 2, and IGG-Property 1, we may have an optimal loopless plan for the $l_{P_{O岩}}G_{R}$ case still satisfying:

(a) IIG-Property 1: there is no finished product inventory holding;

(b) IIG-Property 2: outsourcing will not be invoked if there is raw material inventory being saved for future production.

By GGG-Properties 2 and 4, as well as IIG-Properties 1 and 2, we have the following structure for an optimal solution, as demonstrated in Fig. 4.

1. The planning horizon $[1, 2, \ldots, T]$ is decomposed into $K + 1$ sub-horizons for some $K = 0, 1, \ldots, T$: $K$ regular sub-horizons and one residue sub-horizon, such that there is no raw material holding between any two adjacent sub-horizons.

2. In any regular sub-horizon, there is at most one period in which acquisition or outsourcing takes place, and whenever outsourcing takes place, it occurs in the last period of a sub-horizon.

3. In the residue sub-horizon, there can be at most one period in which acquisition takes place and multiple
periods in which outsourcing takes place, while except for the last-period acquisition, there can be no production or acquisition after the occurrence of any outsourcing activity.

Based on the above structure, we can develop a DP procedure \(DP(l_pI_0G_R)\) to solve the problem. For \(t = 1, \ldots, T + 1\), let \(f(t)\) be the minimum total cost of using a solution to handle the problem from period \(t\) to period \(T\), while the solution recognizes period \(t\) as the starting period of a sub-horizon. The optimal solution for the overall problem is obtained by solving for \(f(1)\). For \(t = 1, \ldots, T\) and \(t' = t + 1, \ldots, T + 1\), let \(g(t, t')\) be the minimum total cost of using a solution to handle the problem on the set of periods \([t, t + 1, \ldots, t' - 1]\), while the solution recognizes the set as a sub-horizon. We then have the following recursive relations:

\[
\begin{align*}
    f(T + 1) &= 0, \\
    f(t) &= \min \{g(t, t') + f(t') \mid t' = t + 1, \ldots, T + 1\} \quad \forall t = 1, 2, \ldots, T.
\end{align*}
\]  

(17)

From now on, we call a regular sub-horizon with a potential outsourcing activity an \(O\)-Sub-Horizon (OSH) and a regular sub-horizon with a potential acquisition activity an \(R\)-Sub-Horizon (RSH). When \(t' \leq T\), the regular sub-horizon \([t, \ldots, t' - 1]\) is either an OSH or RSH, depending on whether the total cost \(g^O(t, t')\) of treating it as an OSH is less than the total cost \(g^R(t, t')\) of treating it as an RSH. That is,

\[
g(t, t') = \min \{g^O(t, t'), g^R(t, t')\}. 
\]  

(18)

If the regular sub-horizon is an OSH, then for the only outsourcing activity in period \(t' - 1\), the outsourcing quantity is given by \(\bar{D}_{t,t'-1} - \bar{B}_{t,t'-1}\). Thus, we have:

\[
g^O(t, t') = O_{t'-1}(\bar{D}_{t,t'-1} - \bar{B}_{t,t'-1}) + \sum_{\tau = t}^{t' - 2} P_\tau(D_\tau) \\
+ P_{t'-1}(\bar{B}_{t',t'-1} - \bar{D}_{t',t'-2}) + \sum_{\tau = t}^{t'-2} G_\tau(\bar{B}_{t,\tau} - \bar{D}_{t,\tau}).
\]  

(19)

If the regular sub-horizon is an RSH, then for the only acquisition activity in some period \(r = t, \ldots, t' - 1\), the acquisition quantity is \(\bar{B}_{t,r-1} - \bar{D}_{t,r-1}\). We let \(r(t)\) be the smallest \(\tau = t, \ldots, T - 1\) such that \(\bar{B}_{t\tau} \leq \bar{D}_{t\tau} - 1\) when such a \(\tau\) exists and \(T\) otherwise, which is the latest period acquisition should take place. We can compute all \(r(t)\)s in \(O(T^2)\) time. For our current purpose, we should let \(g^R(t, t') = +\infty\) when \(r(t) \geq t'\). Otherwise, we shall have:

\[
g^R(t, t') = \min \{R_{t}(\bar{D}_{t,t'-1} - \bar{B}_{t,t'-1}) + \sum_{\tau = t}^{t'-1} P_\tau(D_\tau) \\
+ \sum_{\tau = r}^{t'-1} G_\tau(\bar{B}_{t\tau} - \bar{D}_{t\tau}) + \sum_{\tau = r}^{t'-2} G_\tau(\bar{D}_{t\tau+1,t'-1} - \bar{B}_{t\tau+1,t'-1}) \\
- \bar{B}_{t+1,t'-1} \mid r = t, t + 1, \ldots, r(t)\}. 
\]  

(20)

Now we come to the case where \(t' = T + 1\); i.e., the case where the set of periods \([t, \ldots, T]\) is a residue sub-horizon. Recall that, due mainly to llG-Property 2, outsourcing will only occur after acquisition, unless acquisition takes place in period \(T\). We may use \(r\) to denote the period with acquisition and \(s\) the first period with outsourcing. From the
above, we have that \( s = r + 1 \) unless \( r = T \), at which time 
\( s \) may be any one of 1, \( r(t) \). Using \( h(t, r, s) \) to denote
the total cost on a residue sub-horizon \( \{t, \ldots, T\} \) as in the above, we have:

\[
h(t, r, s) = \begin{cases} 
\sum_{t'=t}^{r-1} P_t(D_t) + \sum_{t'=r+1}^{T} O_t(D_t) + R_t(\tilde{B}_{t,T} + U_T - \tilde{B}_t) \\
+ \sum_{t'=r+1}^{T} G_t(\tilde{B}_{t,T} - \tilde{B}_{t,t}) + \sum_{t'=r}^{T-1} G_t(U_T - \tilde{B}_{t+1,T}) \\
\text{when } r = t, \ldots, r(t) \text{ and } s = r + 1, \\
\sum_{t'=1}^{r-1} P_t(D_t) + \sum_{t'=s}^{T} O_t(D_t) + R_t(\tilde{B}_{t,s-1} + U_T - \tilde{B}_t) \\
+ \sum_{t'=s}^{T-1} G_t(\tilde{B}_{t,T} - \tilde{B}_{t,t}) + \sum_{t'=s}^{T-1} G_t(U_T - \tilde{B}_{t+1,s-1}) \\
\text{when } r = T \text{ and } s = t, t + 1, \ldots, r(t).
\end{cases} 
\]

(21)

Finally, we have:

\[
g(t, T) = \min[h(t, r, s)|r = t, \ldots, r(t) \text{ and } s = r + 1, \\
or r = T \text{ and } s = t, t + 1, \ldots, r(t)]. 
\]

(22)

The bulk of the time taken by the procedure is spent on preparing the \( g^R(t, t') \)'s, \( g^O(t, t') \)'s, and the \( O(T^2) \) number of \( h(t, r, s) \)'s, which is of the \( O(T^2) \) order. Thus, the overall complexity of the procedure is \( O(T^3) \).

The \( \text{lpqoLR} \) case further has GG1-Property 1. Besides inheriting the structural results above, an optimal plan in this case may also dictate that a regular RSH starting from period \( r \) always ends in period \( r(t) \), and a residue sub-horizon starting from period \( r \) does not have \( s = r(t) + 1 \). From this, we can adapt the existing algorithm into the algorithm \( D P(\text{lpqoLR}) \) by changing Equation (20) into:

\[
\begin{align*}
g^R(t, r(t) + 1) &= R_{r(t)}(\tilde{D}_{r(t)} - \tilde{B}_{r(t)}) + \sum_{t'=r(t)}^{(r(t)-1)} P_t(D_t) \\
+ \sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{B}_{t,T} - \tilde{B}_{t,t}), \\
g^R(t, t') &= +\infty \text{ when } t' \neq r(t) + 1,
\end{align*}
\]

(23)

and Equation (22) into:

\[
g(t, T) = \min[h(t, r, s)|s = t, t + 1, \ldots, r(t)]. 
\]

(24)

The complexity of the algorithm is still \( O(T^3) \).

The \( \text{lpqoGGR} \) case allows no outsourcing. We define \( f(t) \) for \( t = 1, \ldots, T + 1 \) and \( g(t, t') \) for \( t = 1, \ldots, T \) and \( t' = r(t) + 1, r(t) + 2, \ldots, T + 1 \) as for the \( \text{lpqoGR} \) case. We have the slightly different range for \( t' \) because in sub-horizon \( \{t, \ldots, t' - 1\} \), acquisition must take place in period \( r(t) \). We have:

\[
\begin{align*}
f(T + 1) &= 0, \\
f(t) &= \min[g(t, t') + f(t')|t' = r(t) + 1, \ldots, T + 1] \\
&\text{forall } t = 1, 2, \ldots, T.
\end{align*}
\]

(25)

For sub-horizon \( \{t, \ldots, t' - 1\} \), the acquisition quantity in one of the periods \( t, t + 1, \ldots, r(t) \) is \( \tilde{D}_{t,t-1} - \tilde{B}_{t,T} \) when \( t' \leq T \) and \( \tilde{D}_{t,T} + U_T - \tilde{B}_{t,T} \) when \( t' = T + 1 \). We therefore have:

\[
g(t, t') = \\
\begin{align*}
&\min\{R_t(\tilde{D}_{t,t'-1} - \tilde{B}_{t,T}) + \sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{D}_{t,t'-1} - \tilde{B}_{t,T}) \\
&\quad | r = t, t + 1, \ldots, r(t) \} + \sum_{t'=r(t)}^{(r(t)-1)} P_t(D_t) \\
+ &\sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{D}_{t,t'-1} - \tilde{B}_{t,T}) + \sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{D}_{t,T} + U_T - \tilde{B}_{t,T}) \\
&\quad | t' \leq T, \\
&\min\{R_t(\tilde{D}_{t,T} + U_T - \tilde{B}_{t,T}) + \sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{D}_{t,T} + U_T - \tilde{B}_{t,T}) \\
&\quad | r = t, t + 1, \ldots, r(t) \} + \sum_{t'=r(t)}^{(r(t)-1)} P_t(D_t) \\
+ &\sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{D}_{t,T} + U_T - \tilde{B}_{t,T}) + \sum_{t'=r(t)}^{(r(t)-1)} G_t(\tilde{D}_{t,T} + U_T + \tilde{B}_{t,T}) \\
&\quad | t' = T + 1.
\end{align*}
\]

(26)

The overall complexity of the above algorithm \( D P(\text{lpqoGGR}) \) is dominated by the time spent on the calculation of the \( g(t, t') \)'s, which is \( O(T^3) \).

The \( \text{lpqoLR} \) case further enjoys the GG1-Property 1, that there is no raw material inventory holding immediately after acquisition. Thus, only sub-horizons with \( t' = r(t) + 1 \) warrant consideration. Furthermore, when \( U_T > 0 \), we can always obtain an equivalent \( (T + 1) \)-period problem with \( U_{T+1} = 0 \), everything else being the same as the original problem, but with \( DT_{T+1} = UT, BT_{T+1} = UT_{T+1} \equiv 0, PT_{T+1}(v) = 0, RT_{T+1}(v) = RT(v) \) and \( HT(v) = GT(v) = 0 \). Acquisition and production in period \( T + 1 \) for the new problem are equivalently acquisition and holding of raw material in period \( T \). We need only to face the \( \text{lpqoLR} \) case with \( UT = 0 \) now. For its solution, we can use an \( O(T^2) \)-time greedy algorithm. In this algorithm, we loop from \( r = 1 \) to \( t = T \); and in every period \( t \), we acquire \( D_t - u_{t-1} + B_t \) raw material units, produce \( D_t \) finished product units, and carry \( u_t = (u_{t-1} + B_t - D_t) \) raw material units over to period \( t + 1 \).

8. A polynomial-time heuristic

We present an \( O(T^3) \) heuristic edited by one developed for a concave-cost production planning problem involving remanufacturing in Yang et al. (2005). This heuristic will work even when costs are generally concave.

For any given set of flows in the PPPRS network \( \{1, \ldots, T\} \) into sub-horizons \( \{t_0, \ldots, t_1 - 1\}, \{t_1, \ldots, t_2 - 1\}, \ldots, \{t_{K-1}, \ldots, t_K\} \) with \( K = 1, \ldots, T \) and \( t_1 < \cdots < t_K \equiv T + 1 \), such that there is no flow on any inventory arc, whether raw material or finished product, crossing between the \( (k - 1) \)-th and \( k \)-th sub-horizon, i.e., between periods \( t_k - 1 \) and \( t_k \), for any \( k = 1, \ldots, K - 1 \), while there is a positive flow on at least one inventory arc between any two adjacent periods inside the \( k \)-th sub-horizon for \( k = 1, \ldots, K \). In this regard, an optimal solution for PPPRS optimally partitions the original time horizon into
sub-horizons and in each sub-horizon, it solves the corresponding sub-problem optimally.

In a given sub-horizon \( \{t, \ldots, t' - 1\} \), our sub-problem is that of finding the optimal sub-solution for periods \( t, \ldots, t' - 1 \), where it is required that there is no flow on any inventory arc through either boundary of the sub-horizon and there is a positive flow on at least one inventory arc in any internal interval in the sub-horizon. Due to the absence of flows on inventory arcs through its boundaries, the cost of each sub-problem that is to be optimized is well defined.

When the sub-problem in every sub-horizon \( \{t, \ldots, t' - 1\} \) is solved and the optimal cost is found to be \( q(t, t') \), we may find the optimal solution using DP. Define \( f(t) \) for \( t \) between 1 and \( T + 1 \) to be the optimal cost for PPPRS being constrained to periods \( t, t+1, \ldots, T \). Then, we have:

\[
\begin{align*}
    f(T + 1) &= 0, \\
    f(t) &= \min \{q(t, t') + f(t') \mid t' = t + 1, t + 2, \ldots, T + 1\} \\
    \forall t &= T, T - 1, \ldots, 1.
\end{align*}
\]

The computation of \( f(1) \) will reveal the optimal cost. This process takes \( O(T^2) \) time. However, we will see that it requires an amount of time that is exponential to \( t' - t \) to solve the sub-problem on sub-horizon \( \{t, \ldots, t' - 1\} \) to obtain \( q(t, t') \).

The nodes of the PPPRS network and the arcs on which a given loopless solution has positive flows together form a loopless subgraph of the PPPRS network. This loopless subgraph is equal to, or is a proper subgraph of, a spanning tree, which is defined as a subgraph of the PPPRS network that constitutes a tree when the directions of its arcs are ignored. We call a spanning tree containing all positive-flow arcs of a loopless solution the basis of the solution. There is a node–arc removal procedure that will associate every node with a unique arc in a given spanning tree, except for node \( O \). See Yang et al. (2005) for a description of the procedure. Each node \( I_t \) may be associated with one of four possible arcs: \( y_t, x_t, u_{t-1} \), and \( u_t \); and each node \( J_t \) may also be associated with one of four possible arcs: \( z_t, \bar{v}_{t-1} \), and \( \bar{v}_t \). Thus, there are \( 4 \times 4 - 1 = 15 \) ways, or 15 flow patterns, in which a \((I_t, J_t)\) pair can be associated with different pairs of arcs.

In our notation for each pattern, the first symbol stands for the type of arc that is associated with node \( I_t \) and the second stands for the one that is associated with \( J_t \). When there is a “bar” above a symbol, it means that it is the arc with the subscript of \( (t - 1) \), rather than the one with the subscript of \( t \), that is associated with the corresponding node. For instance, we would write \((uz)\) for the pattern in which \( I_t \) is associated with \( u_t \) and \( J_t \) with \( z_t \), while \((\bar{u}x)\) for the pattern in which \( I_t \) is associated with \( \bar{u}_{t-1} \) and \( J_t \) with \( x_t \). Under this notation, the 15 patterns are \((y x), (y z), (y \bar{v}), (y v), (x z), (x \bar{v}), (x v), (\bar{u} x), (\bar{u} z), (\bar{u} \bar{v}), (u x), (uz), (u \bar{v}), \) and \((uv)\). Figure 5 illustrates some of the patterns.

![Diagram of patterns and their relationship](image-url)

Fig. 5. Demonstration of patterns and their relationship.

A spanning tree for the whole-horizon PPPRS network is merely a combination of \( T \) flow patterns—one for each period. When the spanning tree is the basis of a solution for PPPRS that has \( \{t, \ldots, t' - 1\} \) as one of its sub-horizons, the subgraph resulting from limiting this spanning tree to the nodes \( I_t, J_t, \ldots, I_{t-1}, J_{t-1} \), \( O \) is a spanning tree for the smaller network on the sub-horizon. Thus, the basis of a loopless sub-solution on sub-horizon \( \{t, \ldots, t' - 1\} \) can be described by a sequence of \( t' - t \) flow patterns. However, as we shall see, not all \( 15^{t'-t} \) possible sequences can be counted as spanning trees.

From now on, by a sequence we mean a series of flow patterns residing at consecutive time periods that, when loopless, make up a spanning tree on a sub-horizon. In Appendix E in the online Appendix, we introduce Maximally Polynomial Sets (MPSs) of patterns and other related concepts. Simply put, the number of distinct sequences with patterns coming from a given MPS is polynomial in the length of the sequence, while this number will become exponential if any more patterns are added to the MPS. Our heuristic finds the best solution when each of its sub-horizon must be associated with only one MPS.

On the sub-horizon from \( \{t, t+1, \ldots, t' - 1\} \), note that the two types of sequences produced by following \((ux)\) patterns with \((x\bar{v})\) patterns and following \((vx)\) patterns with \((\bar{u}x)\) patterns, respectively, contain loops. The nine MPSs as identified in Appendix E can generate 30 types of different loopless sequences when \( t' \geq t + 2 \). Also, there are \( t' - t \) different sequences of type \( i \) for \( i = 1, 27 \) and \( t' - t - 1 \) different sequences of type \( i \) for \( i = 28, 29, 30 \). For instance, the type-1 sequence with some \( k = 0, 1, \ldots, t' - t - 1 \) can be denoted by \((uz)[t, t + k - 1][xz][t + k, t + k + 1], t' - 1 \) type (see Fig. 5); that is, this sequence has \((uz)\) patterns in periods \( t \) to \( t + k - 1 \), an
(xz) pattern in period $t + k$ and $(\bar{u}x)$ patterns in periods $t + k + 1, \ldots, t' - 1$. To avoid meaningless repetitions, we omit listing all the remaining 29 types here. In total, we have $30 \times (t' - t - 1) + 3$ different loopless sequences. When $t' = t + 1$, we have three different loopless sequences: $(xz)[t, t], (yz)[t, t]$, and $(xy)[t, t]$. We let $q(q^H(t, t))$ be the minimum cost among the costs of the three sequences.

For the aforementioned more general case where $t' \geq t + 2$, we let $q(t, t', k)$ be the cost of the type-$i$ sequence at $k$ where either $i = 1, \ldots, 27$ and $k = 0, 1, \ldots, t' - t - 1$ or $i = 28, 29, 30$ and $k = 0, 1, \ldots, t' - t - 2$. We define $q^H(t, t')$ as follows:

$$
q^H(t, t') = \min \left\{ \min_{i=1}^{27} q_i^H(t, t') + \min_{k=0}^{30} q_i^H(t, t', k) \right\}.
$$

To compute the above newly defined entities, first, we may redefine $B_t, D_t, B_T,$ and $D_T$ to be $B_1 + U_0, D_1 - V_0, B_T - U_T,$ and $D_T + V_T$, respectively. Then, we may spend $O(T^2)$ time to calculate $B_{t'}$ and $D_{t'}$ for every $(t, t')$ pair. We now have:

$$
q^H(t, t') = \min \{ q_i^H(B_t, S_i(D_t - B_t), R_i(-B_t)) + S_i(D_t), R_i(D_t - B_t) + P_i(D_t) \}.
$$

For $t' \geq t + 2$, we have the expression:

$$
q^H(t, t', k) = \sum_{t=t}^{t'-1} R_i(y_t) + \sum_{t=t}^{t'-2} G_t(u_t) + \sum_{t=t}^{t'-1} P_i(x_t) + \sum_{t=t}^{t'-2} H_t(v_t) + \sum_{t=t}^{t'-1} S_i(z_t).
$$

which can be evaluated in $O(t' - t)$ time. Hence, the key in calculating $q^H(t, t', k)$ lies in evaluating the $x_t, y_t, z_t, u_t, v_t, w_t$ values, which can be done also in $O(t' - t)$ time. For instance, for $i = 1$, we have $z_t = -D_t$ for $t = 1, \ldots, t + k - 1$; $x_t = D_t$ for $t = t, \ldots, t + k - 1$; $y_t = D_t$ for $t = t, \ldots, t + k - 1$; and $w_t = B_{t'} + D_t$ for $t = t, \ldots, t + k - 1$. The variable values for the remaining 29 cases can all be easily found. We omit presenting them here.

Now, we define $f^H(t)$ as $f(t)$ is in Equation (27), except that we replace the optimal sub-horizon cost $q(t, t')$ with $q^H(t, t')$. Solving for $f^H(1)$ to obtain a solution to PPRSS constitutes our heuristic. Note that each $q^H(t, t)$ can be evaluated in $O(1)$ time. For $t' \geq t + 2$, each $q^H(t, t', k)$ can be evaluated in $O(t' - t)$ time. Thus, each $q^H(t, t')$ can be calculated in $O((t' - t)^2)$ time, and the $q^H(t, t')$'s can be calculated in $O(T^4)$ time. Since the DP algorithm runs only in $O(T^2)$ time, we see that the entire heuristic runs in $O(T^4)$ time.

### 9. A computational study

We carry out a computational study to exemplify the effectiveness of the heuristic method by comparing it with the brute-force dynamic program alluded to in Section 3 and the commercial CPLEX solver. For a common instance, we denote the costs obtained from the three methods as $c_{DP}$ (dynamic programming), $c_{CP}$ (CPLEX solving), and $c_{HR}$ (heuristic), respectively, and, we denote the running times of these methods in seconds as $t_{DP}$, $t_{CP}$, and $t_{HR}$, respectively.

In our study, we let $U_0 = U_T = V_0 = V_T = 0$, and all other problem parameters be statistically independent of each other. We randomly generate cost parameters from uniform distributions, so that $	ilde{t}_i \sim [\tilde{t}_i^L, \tilde{t}_i^R]$, $\tilde{r}_i \sim [\tilde{r}_i^L, \tilde{r}_i^R]$, $\tilde{G}_i \sim [\tilde{G}_i^L, \tilde{G}_i^R]$, $\tilde{H}_i \sim [\tilde{H}_i^L, \tilde{H}_i^R]$, $\tilde{D_i} \sim [\tilde{D}_i^L, \tilde{D}_i^R]$, and $\tilde{u}_i \sim [\tilde{u}_i^L, \tilde{u}_i^R]$.

In addition, we generate the demand level $D_t$ from a Poisson random distribution with mean $\lambda_D$, and the internal raw material supply level $B_t$ from a Poisson random distribution with mean $\lambda_B$.

Table 1 shows that the DP algorithm and CPLEX both produce optimal solutions as expected, while in so doing the former takes much more time than the latter (the more so as $T$ becomes larger). Moreover, the heuristic is much faster than CPLEX and yet produces solutions that are close to the optimal ones.

Now, we concentrate on our main study of comparing the heuristic against CPLEX over larger-scale instances. We shall use the gap of optimality $\epsilon = (c_{HR} - c_{CP})/c_{HR}$ to measure the closeness of a solution produced by the heuristic to the optimal one produced by CPLEX. Also in this study, we focus on the $t_{DP}$, $t_{CP}$, and $t_{HR}$ values.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$t_{DP}$</th>
<th>$t_{CP}$</th>
<th>$t_{HR}$</th>
<th>$c_{DP}$</th>
<th>$c_{CP}$</th>
<th>$c_{HR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9.61</td>
<td>0.01</td>
<td>&lt;0.01</td>
<td>603.28</td>
<td>603.28</td>
<td>608.65</td>
</tr>
<tr>
<td>12</td>
<td>30.86</td>
<td>0.02</td>
<td>&lt;0.01</td>
<td>728.83</td>
<td>728.83</td>
<td>738.12</td>
</tr>
<tr>
<td>14</td>
<td>65.02</td>
<td>0.03</td>
<td>&lt;0.01</td>
<td>845.12</td>
<td>845.12</td>
<td>856.94</td>
</tr>
<tr>
<td>16</td>
<td>140.71</td>
<td>0.04</td>
<td>0.01</td>
<td>971.07</td>
<td>971.07</td>
<td>982.45</td>
</tr>
<tr>
<td>18</td>
<td>276.19</td>
<td>0.05</td>
<td>0.02</td>
<td>1091.13</td>
<td>1091.13</td>
<td>1106.24</td>
</tr>
</tbody>
</table>
we fix the relationships $\lambda_D = 2\lambda_B$ and $\tilde{H}_L = \tilde{H}_U = 2\tilde{G}_L = 2\tilde{G}_U$, and leave all other parameters regarding the costs of production, raw material acquisition, and outsourcing at their default values. In Table 2, we present, for each set of parameters, the sample averages and sample standard deviations for $t_{CP}$, $t_{HR}$ and $(100 \times \epsilon)\%$ over ten independent runs. Each entry for one of the three measures is written in the form of average ± standard deviation.

From Table 2, we see that in most situations, the difference between solutions generated by our heuristic and the true optimal solution is within a 10% factor. As $\tilde{G}_U$ grows along with other inventory holding costs, the optimality gap $\epsilon$ decreases. As inventory holding costs increase, an optimal solution tends to have more setups and more sequences with shorter lengths; as a consequence, the difference between the (exponential) number of all allowable sequences and the (polynomial) number of sequences considered by the heuristic on each sub-horizon tends to be smaller, and therefore the polynomial heuristic mimics the optimal solution even better.

As $\lambda_B$ increases along with $\lambda_D$, we see that the gap $\epsilon$ drops fairly quickly. This is because higher supply and demand levels make four of the six patterns not considered by the heuristic, $(urv)$, $(\tilde{u}v)$, $(u\tilde{v})$ and $(\tilde{u}\tilde{v})$, which allow only inventory transfers, less likely to appear in the optimal solution. Hence, the heuristic solution can resemble the true optimal solution more closely.

As $T$ grows, $t_{CP}$ grows much faster than $t_{HR}$. Also, $t_{CP}$ becomes much more unpredictable (as expressed by the increase in its standard deviation). At the same time, $t_{HR}$ grows at a much slower rate and remains very predictable.

Noting further that CPLEX works only under the setup-linear setting while the heuristic works under all settings, we may conclude by saying that the heuristic is a stable, efficient and effective method for solving PPPRS. The advantage of the heuristic is particularly evident when the planning horizon is long, system throughput is high, or inventory handling is costly.

### 10. Concluding remarks

We have studied a single-item production planning problem which takes into account the activities of internal raw material supply, acquisition and outsourcing. We have found solution algorithms for the problem under various assumptions and given a fairly clear picture of the problem's complexity. Our computational study indicates that a heuristic we developed can achieve reasonably good results in much shorter time than a commercial MIP solver.

We believe that future research is needed for the following extensions of the problem: more than one type of raw material may be needed in the production process; there may be more than one external source of raw material supply; the production process may involve more than one stage, and externally supplied components may be needed for intermediate stages; and there may be more than one external firm to turn to for outsourcing.
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**Table 2. Comparing the heuristic against CPLEX**

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\lambda_B$</th>
<th>$\tilde{G}_U$</th>
<th>$t_{CP}$</th>
<th>$t_{HR}$</th>
<th>$(100 \times \epsilon)%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5.0</td>
<td>0.55 ± 0.35</td>
<td>0.52 ± 0.01</td>
<td>1.26 ± 0.02</td>
<td>(10.11 ± 1.22)</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>0.50 ± 0.44</td>
<td>0.51 ± 0.01</td>
<td>1.29 ± 0.02</td>
<td>(5.28 ± 0.76)</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>0.49 ± 0.51</td>
<td>0.51 ± 0.01</td>
<td>1.32 ± 0.02</td>
<td>(2.76 ± 0.72)</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>0.27 ± 0.32</td>
<td>0.51 ± 0.01</td>
<td>1.35 ± 0.02</td>
<td>(1.29 ± 0.58)</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>0.12 ± 0.11</td>
<td>0.51 ± 0.01</td>
<td>1.38 ± 0.02</td>
<td>(0.62 ± 0.41)</td>
</tr>
<tr>
<td>30</td>
<td>2.0</td>
<td>2.05 ± 3.66</td>
<td>0.51 ± 0.01</td>
<td>1.41 ± 0.02</td>
<td>(9.68 ± 1.40)</td>
</tr>
<tr>
<td>30</td>
<td>3.0</td>
<td>1.31 ± 1.98</td>
<td>0.51 ± 0.01</td>
<td>1.44 ± 0.02</td>
<td>(6.34 ± 1.03)</td>
</tr>
<tr>
<td>30</td>
<td>8.0</td>
<td>0.11 ± 0.08</td>
<td>0.51 ± 0.01</td>
<td>1.47 ± 0.02</td>
<td>(1.14 ± 0.48)</td>
</tr>
<tr>
<td>30</td>
<td>10.0</td>
<td>0.08 ± 0.08</td>
<td>0.51 ± 0.01</td>
<td>1.50 ± 0.02</td>
<td>(0.80 ± 0.41)</td>
</tr>
<tr>
<td>40</td>
<td>5.0</td>
<td>1.19 ± 1.46</td>
<td>0.35 ± 0.01</td>
<td>1.53 ± 0.02</td>
<td>(10.49 ± 0.99)</td>
</tr>
<tr>
<td>40</td>
<td>5.0</td>
<td>4.12 ± 6.06</td>
<td>0.35 ± 0.01</td>
<td>1.56 ± 0.02</td>
<td>(5.37 ± 0.77)</td>
</tr>
<tr>
<td>40</td>
<td>5.0</td>
<td>8.44 ± 17.40</td>
<td>0.35 ± 0.01</td>
<td>1.59 ± 0.02</td>
<td>(2.76 ± 0.65)</td>
</tr>
<tr>
<td>40</td>
<td>5.0</td>
<td>3.15 ± 9.94</td>
<td>0.35 ± 0.01</td>
<td>1.62 ± 0.02</td>
<td>(1.33 ± 0.49)</td>
</tr>
<tr>
<td>40</td>
<td>5.0</td>
<td>0.50 ± 0.98</td>
<td>0.35 ± 0.01</td>
<td>1.65 ± 0.02</td>
<td>(0.61 ± 0.33)</td>
</tr>
<tr>
<td>40</td>
<td>2.0</td>
<td>94.37 ± 221.8</td>
<td>0.35 ± 0.01</td>
<td>1.68 ± 0.02</td>
<td>(10.12 ± 1.31)</td>
</tr>
<tr>
<td>40</td>
<td>3.0</td>
<td>27.12 ± 61.12</td>
<td>0.35 ± 0.01</td>
<td>1.71 ± 0.02</td>
<td>(6.49 ± 1.01)</td>
</tr>
<tr>
<td>40</td>
<td>8.0</td>
<td>0.55 ± 1.18</td>
<td>0.35 ± 0.01</td>
<td>1.74 ± 0.02</td>
<td>(1.10 ± 0.38)</td>
</tr>
<tr>
<td>40</td>
<td>10.0</td>
<td>0.22 ± 0.30</td>
<td>0.35 ± 0.01</td>
<td>1.77 ± 0.02</td>
<td>(0.82 ± 0.30)</td>
</tr>
<tr>
<td>50</td>
<td>5.0</td>
<td>82.46 ± 216.74</td>
<td>0.82 ± 0.01</td>
<td>1.80 ± 0.02</td>
<td>(2.77 ± 0.68)</td>
</tr>
<tr>
<td>60</td>
<td>5.0</td>
<td>796.11 ± 2433.11</td>
<td>1.66 ± 0.01</td>
<td>1.83 ± 0.02</td>
<td>(2.84 ± 0.54)</td>
</tr>
</tbody>
</table>
Federgruen, A. and Tzur, M. (1991) A simple forward algorithm to solve general dynamic lot sizing models with \( p \) periods in \( O(n \log n) \) or \( O(n) \) time. *Management Science*, 37(8), 909–925.
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